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Abstract 

Every year, Nurul Jadid University admits new students by registering them using the website. 
Each prospective new student can fill in data independently and upload documents such as 
Deeds, Family Register, Identity Cards, Diplomas, and SKHU. Often, prospective new students 
need clarification in uploading documents; for example, the place for uploading ID cards is 
filled with uploading diplomas and vice versa. It causes the uploaded data not to match the 
place or group. Today, no document validation technique can match these types of documents. 
Therefore, a way is needed to overcome this problem. One way to recognize the document 
type is by its visual form or image. There are several methods for identifying an image, namely 
deep learning and neural network models. Where the convolutional neural network is known 
to be fast in processing data in images, this research aims to validate documents on new 
student registration data with a deep learning method, namely convolutional neural network 
(CNN). The experimental results show that the proposed method can classify the Nurul Jadid 
University new student registration documents with an accuracy rate of 0.91, such as the birth 
certificate at 0.97, diploma documents at 0.88, Family card documents at 0.88, identity cards 
at 0.84, exam result certificate with an accuracy 0.94. 

Keywords:  Convolutional neural network, document validation, image classification.

1. Introduction 

Nurul Jadid University (UNUJA) is one of the 

pesantren-based universities in Probolinggo, 

Indonesia. It was established by three 

institutions, STT Nurul Jadid, STIKES Nurul Jadid, 

and IAI Nurul Jadid, under the auspices of the 

Nurul Jadid Islamic Boarding School Foundation. 

On October 29, 2017, UNUJA was established by 

the Minister of Research, Technology, and 

Higher Education, Mohamad Nasir. 

Every year, UNUJA organizes a selection of 

new student registrations online, accessed 

through http://pmb.unuja.ac.id, as a new 

student admission information system that 

facilitates applicants/ prospective new UNUJA 

students to obtain information, register and 
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manage data independently, and see the 

announcement of election results online. 

The selection step for new student 

admissions at Nurul Jadid University includes 

the administrative selection stage of new student 

registration documents. New student 

registration documents (PMB) are one of the 

documents that must be collected as a condition 

of registering for prospective new university 

students. Each university should have its own 

PMB documents. Diplomas, Certificate of 

Examination Results, family cards, and birth 

certificates are categories of new student 

registration documents generally required by 

the university, including Nurul Jadid University. 

In admitting new students, Nurul Jadid 

University assist by the Bureau of General 
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Academic and Financial Administration 

(BAUAK). 

The General Administration Bureau of 

Academic and Finance/ BAUAK of Nurul Jadid 

University is an institution to improve the quality 

of new student admission services at Nurul Jadid 

University. In the new student registration 

service, BAUAK classifies and selects PMB 

documents manually by downloading 

documents from the UNUJA PMB information 

system and then checking whether the 

documents sent are correct. The more the 

number of prospective new students who 

register, the longer the document grouping 

classification process. The problem occurs when 

new prospective students are mistaken when 

uploading the document. As is the case, the 

identity card document fills the place to upload 

the deed. It is due to the absence of document 

validation in the new student admission 

application. Therefore, an algorithm is needed 

that can validate documents automatically. 

We can use several methods to validate 

image documents [1], [2], one of which is deep 

learning with the convolutional neural network 

method [3], [4], [5]. This method helps validate 

PMB files into the correct category. It is crucial to 

refer to some previous research so that it follows 

the study to be carried out; for that, the research 

must be related to prior research. 

In 2017, space learning using a 

convolutional neural network developed by [6] 

to face recognition in real-time face recognition. 

CNN detects faces with the OpenCV library and 

MTech 5MP webcam. The data is collected from 

face images divided into two groups: external 

faces (good lighting). Tests using a CNN model 

with a depth of 7 layers with input from a spatial 

binary subtraction model followed by a radius of 

one and a neighbor of 15 showed that faces 

recognized in two paper frames had an accuracy 

of more than 0.89. The following research 

indicates that CNN models can be used for high 

accuracy in real-time face recognition [6]. 

CNN is also used for traffic sign recognition, 

such as M. Akbar's study of traffic signal 

recognition using CNN [7]. Visalini has published 

research about traffic sign recognition using 

convolutional neural networks at the 

International Conference on Innovative 

Mechanisms for Industry Applications [8]. The 

data is taken directly from geolocation using the 

Android application. The study does not mention 

the amount of data used, but the accuracy of 

using CNN to identify or recognize traffic signs is 

0.85 to 0.90, with a 3-layer convolution method 

[8].  

One of the most critical problems in 

computer vision is recognizing objects given 

computer images to identify and use several 

recognition algorithms [9]. The primary purpose 

of identification is to examine items in the image. 

In computer vision, there is machine learning, 

one of the neural network techniques that can 

classify patterns in known patterns that can be 

used to test images (known image patterns and 

patterns, not a picture) or identify photographs. 

One method that can be used for pattern 

recognition is deep learning methods, such as 

CNN [9]. 

CNN can be used to validate new student 

registration data documents from PMB image 

patterns by looking at PMB image patterns with 

unique characteristics of each text group. With 

this research, CNN will be able to analyze new 

student document information accurately so 

that it can validate documents to help the 

process of completing the administration of new 

student registration at the Nurul Jadid University 

BAUAK Office in disseminating information.  

2. Method  
The research method for validating new 

student registration documents at Nurul Jadid 

University using a Convolutional Neural 

Network (CNN) can be systematically described 

by utilizing the structure as shown in Figure 1. 

Figure 1 illustrates a multi-stage, iterative 

process involving five interconnected circular 

phases, each representing a distinct step in the 
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research methodology. These stages can be 

aligned with typical machine learning workflow 

stages, ranging from data collection to model 

evaluation. 

Figure 1. 
 Research method 

  

The first and second phases in the 

methodology is data collection and 

preprocessing. The first step is data collection, 

where the data used in the following study is an 

image dataset from the New Student 

Registration (PMB) file taken directly from the 

General Administration and Finance Agency 

(BAUAK) of Nurul Jadid University. The next step 

is preprocessing to convert raw data into quality 

data. In preprocessing, the process of removing 

background and resizing is carried out. This aims 

to make the data more focused on the object, 

namely Identity Card (KTP), Family Card (KK), 

Diploma, Birth Certificate (akta), and Exams 

Result Certificate (SKHU), and to equalize the 

size of each data.  

Preprocessing techniques are applied to 

standardize the format of these documents, such 

as resizing, normalizing image quality, and 

ensuring uniformity in document type and 

resolution. This step is crucial for preparing the 

dataset that will be used to train the CNN model. 

As shown in Figure 1, model design and 

training in third stage, a Convolutional Neural 

Network (CNN) is constructed. The CNN 

architecture is designed to recognize patterns 

within the documents through layers of 

convolution, pooling, and activation functions. 

Training is conducted using the labeled dataset, 

where the model iteratively adjusts its 

parameters to minimize classification errors. 

Backpropagation and optimization algorithms, 

such as stochastic gradient descent, are applied 

to refine the model's ability to accurately classify 

new student registration documents. 

The fourth phase is model validation and 

testing. After the CNN model has been trained, it 

undergoes a validation process using a separate 

portion of the dataset that was not involved in 

the training. The performance of the model is 

evaluated based on its ability to accurately 

classify unseen documents, and metrics accuracy 

is used to assess its effectiveness. Testing is 

conducted to ensure the model generalizes well 

to real-world data and can handle document 

variations that were not explicitly seen during 

training. 

Furthermore, the modeling uses the CNN 

method because CNN has advantages in 

processing fast and accurate image data [10] 
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[11]. Then, the measuring instrument in model 

testing uses a confusion matrix. With the 

following formula. 

Accuracy = (TP+TN) / (TP+FP+TN+FN)        (1) 

Precision=TP/ (TP+FP)          (2) 

Recall=TP/ (TP+FN)          (3) 

where 

⎯ True Positive (TP) is the object case to be 

positive, and true 

⎯ True Negative (TN) is the object case to be 

negative, and true  

⎯ False Positive (FP) is the object case to be 

positive, and false  

⎯ False Negative (FN) is the object to be 

negative, and false 

 

The final phase, deployment and continuous 

improvement, involves the implementation of 

the CNN model into the actual document 

validation system at Nurul Jadid University. Once 

deployed, the model operates in real-time, 

assisting the administration by automatically 

validating student registration documents. 

Feedback loops are integrated into the system to 

allow for continuous learning and improvement. 

New data can be added to retrain the model, 

ensuring it adapts to evolving document 

standards and improves accuracy over time. 

This cyclical process of monitoring and updating 

the model ensures its long-term reliability in 

automating the validation of registration 

documents. After getting good model 

measurement results, the next step is 

implementing or deploying using Python and 

Flask programming languages at the 

deployment stage. 

3. Result and Analysis 

Data Collection 

Several techniques can be used during data 

collection, such as web scraping or public data 

[12]. The dataset used in the CNN method is 

image data, as shown in Figure 2. The CNN model 

will work well when using a large amount of 

image data. So, the model will learn about the 

image. 

Figure 2.  
Sample Dataset AKTA, KK, KTP, Diploma 
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The data used in the following research is 

from images collected from the new student 

admission data archive at the Nurul Jadid 

University General Administration and Finance 

Agency (BAUAK). The image data used is the 

Nurul Jadid University New Student Registration 

document. The initial data at this stage is 100 

images for the PMB document class of Birth 

Certificate, 100 images of PMB diploma 

documents, 100 images of PMB SKHU 

documents, 100 images of PMB KK documents, 

and 100 images of PMB KTP documents. Then, 

the initial data will be divided for training and 

validation with a ratio of 8:2. 

Pre-processing Data  

Pre-processing is the process of converting 

raw data into quality data by removing the 

background and resizing the image [13]. Then, 

divide the collected data into three parts, namely 

training data (data used for the training process), 

validation data (validation data from training 

data), and testing data (data used for testing). 

 

Figure 3. 
Background Remove Crop Process 

  

Modeling 

The CNN comprises the input, convolution, 

pooling, dense, and output layers. The 

architecture in this research looks like Figure 4, 

with five input layers, 32 convolution layers, 64 

convolution layers, 64 convolution layers, 

pooling with a drop out of 0.3, 64 dense layers, 

and five output layers.  

 

Figure 4. 
Convolution Neural Network Architecture 

  

From various experiments that have been 

carried out, at batch size 32, steps per epoch 13, 

epochs 50, validation steps 10, has a high level of 

accuracy and is balanced with the accuracy of 

validation data. In Figure 5, a graph of the 

accuracy value of the PMB document training 

data, it can be seen from the figure that the 

accuracy value at the initial iteration is low, and 

the longer the iteration, the higher the accuracy 

level. Figure 6 shows that the loss rate is high for 

the initial iteration, while the loss rate decreases 

along with the number of iterations. Based on the 

model built, the highest accuracy of the training 

data is 100%. 
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Figure 5. 
CNN model accuracy graph for each iteration. 

 

Figure 6.  
CNN model loss graph for each iteration 

Model Testing 

Table 1 is the result of testing the model 

built. The amount of test data is 170 images of 

new student registration documents (PMB), 

which include 34 images of Birth Certificate 

documents, 34 images of Diploma documents, 

34 images of Family Card documents, 34 images 

of KTP documents, and 34 images of Exam 

Result Certificate documents. Based on Table 1, 

fifteen PMB document image data and the 

accuracy obtained from the test data have been 

classified. 

Table 1.  
Accuracy per-class 

No Lable Amount True False Accuracy 

1 Birth Certificate 34 33 1 0.97 

2 Diploma 34 30 4 0.88 

3 Family Card 34 30 4 0.88 

4 Identity Card 34 30 4 0.88 

5 Exam Result Certificate 34 32 2 0.94 

Total 170 155 15  
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The results obtained from the classification 

of PMB UNUJA documents have an accuracy of 

93.5%, precision of 92.9%, and recall of 90.5% 

using confusion matrix calculations. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  = (144+15 )/(144+11+15+0  ) 

  = 159/( 170  ) 

               = 0,935x100% 

 = 93,5% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (144 )/(144+11  ) 

         = (144 )/( 155   ) 

            = 0,929x100% 

            = 92,9% 

After analyzing and finding the desired 

results, the developed model is stored as H.5 to 

be processed for the web deployment step. 

Deploy Model 

The model H.5 obtained from the CNN 

implementation is then developed into a 

prototype web deployment that can be used to 

predict the classification of PMB document 

images at Nurul Jadid University. A front-end 

application can be integrated directly with the 

CNN model to perform deployment. Flask is a 

web framework that uses the Python 

programming language and is classified as a type 

of micro-framework. 

The results of the deployment are shown in 

Figure 7, where there is a select file feature to 

upload the file further, then the application can 

validate the file type in each category, such as 

Family Cards, ID cards, Diploma, Birth certificate, 

and Certificate of Examination Results. 

 

Figure 7. 
Deploy on website. 

 

By integrating this CNN model with an 

Application Program Interface (API) opens the 

possibility of scalability and flexibility [14]. By 

enabling API integration, the model can be 

embedded within various university systems, 

including admission portals, student databases, 

and even external systems used by other 

institutions. This capability can standardize the 

validation process across multiple platforms, 

enhancing the interoperability of systems within 

the university's digital infrastructure. 

This research has the potential to influence 

other universities and institutions that manage 

large volumes of document verification tasks. 

The model could be adapted and applied to 

different use cases, such as verifying diplomas, 

transcripts, and other administrative 

documents. In doing so, it could contribute to 

improving the overall security and authenticity 

of academic documentation in higher education. 

Furthermore, the architecture of the CNN 

model, with its carefully designed layers and 
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dropout strategy, suggests that similar machine 

learning models could be developed for other 

document-heavy sectors such as government 

services, financial institutions, and healthcare. 

The relatively high accuracy achieved with 

moderate computational resources (e.g., batch 

size of 32 and epoch 50) also implies that the 

model could be used efficiently in environments 

where computational power is limited. 

4. Conclusion 
This research can conclude that the 

validation of the Nurul Jadid University New 

Student Registration Document (PMB) using the 

CNN method can be applied. The model 

architecture used is five input layers, 32 

convolution layers, 64 convolution layers, 64 

convolution layers, 64 convolution layers, 

pooling with drop out 0.3, 64 dense layers, and 

five output layers using parametric epoch 50 

with a combination of using batch size 32, steps 

per epoch 13 and validation steps 10. With the 

accuracy results from the trials that have been 

carried out, the accuracy value is 93.5%, 

precision is 92.9%, and recall is 90.5%, which 

shows that the accuracy level is perfect for 

validating documents. 

Furthermore, the results of this research 

can be integrated with an Application Program 

Interface (API) so that it is easier to incorporate 

into several systems or applications. 

The success of this project presents an 

opportunity for future research. Additional 

optimization techniques, such as 

hyperparameter tuning, could be explored to 

further improve the model's performance. 

Moreover, future studies could investigate the 

application of other deep learning architectures, 

such as recurrent neural networks (RNNs) or 

transformer-based models, to compare their 

effectiveness in document validation tasks. 

Future work based on this research could 

focus on optimizing the CNN model through 

hyperparameter tuning and exploring 

alternative architectures like ResNet or 

transformers to enhance performance. 

Expanding the dataset with more diverse and 

imperfect document types would improve the 

model’s robustness in real-world applications. 

Integration of Natural Language Processing 

(NLP) could allow for the verification of both 

visual and textual content in documents, while 

deploying the model in real-time using cloud or 

edge computing could increase processing 

efficiency. Additionally, future studies could 

explore fraud detection by training the model to 

recognize counterfeit or tampered documents, 

enhancing its security features. Seamless 

integration with other university systems, such 

as enrollment or financial aid, could automate 

document verification across departments. 

Researchers may also explore alternative deep 

learning models like RNNs or hybrid CNN-RNN 

models for more complex document types. 

Ensuring ethical compliance, particularly with 

data privacy regulations, could be another area 

of focus, possibly incorporating secure methods 

like federated learning. Cross-institutional 

collaboration to develop a generalized API for 

document validation could benefit other 

educational institutions, and future 

development could also enhance user interfaces 

to provide real-time feedback, improving overall 

usability. By pursuing these areas, the document 

validation system could be made more accurate, 

secure, and adaptable, benefitting a broader 

range of applications beyond just the university. 
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